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Abstract

The first part of the study focused on the notion of semantic prosody (SP). It was
demonstrated that SP should become an integral part of dictionary definitions to distinguish
near-synonyms. The second part of the study examined presenting SP of near-synonyms and
its effect on learners’ lexical cohesion in an English as a foreign language (EFL) context. To
achieve this, three male intact classes at advanced level were selected. Two of these classes
were randomly selected as experimental groups (A & B) and another one as a control group.
Experimental group A was provided with regular teaching of SP of near-synonymous lexical
items through the data-driven learning (DDL) approach. Experimental group B was only
informed of SP of the same lexical items. However, the control group was taught traditionally
without being exposed to the concept of SP. In order to measure lexical cohesion, pretests
and posttests of task 2 of IELTS writing examination were administered before and
immediately after the study. One-way ANOVA and Post-hoc Tukey Test were used to
compare means of test scores between groups. The significant effect of semantic prosody on
lexical cohesion was confirmed. Finally, implications on integrating SP into language
pedagogy were discussed.
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Introduction

Nowadays, vocabulary is a priority in language instruction (Richards & Rodgers, 2001) and
learning it is “the first step to learn a foreign language” (Alhamami, 2016, p. 87). Moreover,
its importance has been acknowledged in many second language (L2) studies (e.g. August,
Carlo, Dressler, & Snow, 2005; Schmitt, Jiang, & Grabe, 2011). However, an area where L2
learners commonly exhibit a number of errors is lexical use (Watter, 1992). Since over 60%
of English vocabulary consist of synonyms (henceforth referred to near-synonyms), it is
important for English learners to get help to be able to discriminate them (Watter, 1992; Zhao,
2017).
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Although words in a near-synonym cluster have close meaning, they are not necessarily
interchangeable in practical use because their specific usages and collocational constraints
are different (Yu, Shih, Lai, Yeh, & Wu, 2010). In fact, “the concepts that are common to all
the near-synonyms in a cluster could be part of their main meaning, while those that associate
only with one near-synonym could be part of their implied nuances of meaning” (Inkpen,
2007, p. 15). L2 teachers are warned that lack of semantic appropriateness, due to
inappropriate lexical choice among near-synonyms, leads to unclear communication and
damaging social consequences (Lee & Liu, 2009).

To choose among near-synonyms, language learners rely on dictionaries and thesauri
“without being aware of the subtle implications embedded in contexts” (Lee & Liu, 2009, p.
206). Since these implications are “largely uncaptured by dictionary definitions” (Guo et al.,
2011, p. 417), learners remain negligent of semantic distinctions among near-synonyms (Lee
& Liu, 2009). Therefore, near-synonyms need to be devoted special attention.

Closely linked to the near-synonym concept is the term SP, which develops a new method to
differentiate between near-synonyms (Fan, 2010; Hunston, 2007; Lee & Liu, 2009) and
yields insight into teaching them (Zhang, 2010).

Semantic Prosody

As a concept arisen out of corpus linguistics, SP has been studied for at least two decades. It
is “deeply tied to the phenomenon of collocational sequence of lexical items” (Elahi &
Rahbar, 2018, p. 75). It refers to a sort of connotative meaning (positive, neutral, or negative)
that a word takes due to its consistent collocations. It allows us to understand words and their
meaning along with their attitudinal nuances of use (Sorli, 2013). Words with semantic
prosody “color ambiguous concepts with evaluative meaning” (Hauser & Schwars, 2018, p.
12). For example, the verb CAUSE is almost always associated with words such as difficulty,
war, death, problem, and damage which are unpleasant and negative. Consequently, CAUSE
has a negative SP. On the other hand, the verb BRING ABOUT, near-synonym of the verb
CAUSE, is usually followed by positive concepts such as improvement and significant.
Therefore, BRING ABOUT has a positive SP (Xiao & McEnery, 2006).

Table 1 (adapted from Xiao & McEnery, 2006) gives some examples of lexicons whose
conditions have already been determined by different linguists.
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Table 1
Examples of semantic prosodies
Author Negative prosody Positive prosody
Sinclair (1991) BREAK out
HAPPEN
SET in
Louw (1993, 2000) [be] bent on
build up of [intransitive] BUILD up a [transitive]
END up verbing
GET oneself verbed
a recipe for
Stubbs (1995, 1996) ACCOST PROVIDE
CAUSE Career
FAN the flame
signs of
underage
teenagers (s)
Partington (1998) COMMIT
PEDDLE/peddler
Dealings
Hunston (2002) SIT through
Schmitt and Carter (2004) bordering on

Although lexical items may be associated with the same type of SP, their prosodic strengths
vary considerably (Wei & Li, 2014). Moreover, in a SP, a word by itself is not explicitly
positive or negative, rather it is its collocates that have a positive or negative semantic
association (Zhang, 2010). Therefore, SP is not recognizable from words alone, but requires
those words to be used by a particular set of participants to acquire a particular prosodic
effect (Philip, 2010).

Violation of a SP leads to “expressions of insincerity as well as of irony” (Louw &
Milojkovic, 2016, p. 54). In fact, if deliberately “there is sufficient distance between the
expected collocation and the combination of words proposed by the author, the result is
irony”. However, when the speaker is not aware of irony, the irony is unintentional and the
real attitude of the speaker is revealed unconsciously (Louw & Chateau, 2010, p. 757).

Semantic Prosody Instruction

Researchers (Xiao & McEnery 2006; Zhang, 2009 among others) have observed that
choosing inappropriate words among near-synonyms due to lack of knowledge of SP is very
common among EFL learners. Neither intuition nor introspection is practical and trustworthy
to inform them of SP of lexical items (Sardinha, 2000; Stewart, 2010). To EFL learners it is
not feasible to find out the prosodic behavior of a word through “a priori intuition” (Louw
& Chateau, 2010, p. 756). SP can be revealed only by corpus analysis (Lee & Liu 2009;
Louw, 2000; Louw & Chateau, 2010) “rather than intuitively” (Louw, 2000, p. 3). That is, it
“does not belong to speakers’ conscious knowledge of a language” (Zhang, 2009, p. 3).
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Nonetheless, native speakers possess the knowledge of semantic prosody subconsciously
(Zhao, 2017). This makes them to be able to understand the effects of it without being able
to explain these effects (Louw & Chateau, 2010). Moreover, when SP is violated, “native
speaker intuition certainly can detect the usage of a word at odds with its semantic prosody”
(Xiao & McEnery, 2006, p. 126). That is, “semantic prosodies are part of all [native] readers’
prior knowledge” (Louw, 2000, p. 3).

However, non-native speakers might observe SP only by interpreting large numbers of
instances of a word usually through corpora analysis (Zhang, 2009). In fact, regarding
ignorance of SP, it is the EFL learner who represents inappropriate vocabulary choice. That
is, “learners’ L2 intuition...is inevitably less reliable than their L1 intuition” (Xiao &
McEnery, 2006, p. 126). Hence, “a data-based research of semantic prosody is needed” (Zhao,
2017, p. 436). The best tool for learning prosodic behavior of vocabulary is keyword-in-
centre (KWIC) concordances “as these allow the learner to observe repeated patterns and
meanings, and thus help them to become aware of collocation and semantic prosody” (Xiao
& McEnery, 2006, p. 126). Furthermore, corpus study can give EFL learners the opportunity
to surpass the native speakers’ intuition in judgment on SP (Louw & Chateau, 2010). The
pedagogical approach that studies large amounts of linguistic data (corpora) by software
programs named concordancers, usually on computers, in order to identify regular patterns,
is called DDL. In effect, it is through DDL that patterns of SP can be discovered (Reinhardt,
2010).

Working out words from the context to decide which words go with which entities and
observe the collocations that accompany a specific word appears to be a revolutionary way
to discover SP of words. In fact, SP is often hidden from human intuition and so can only be
explored by a DDL approach (Zhang, 2010).

Data-Driven Learning and Semantic Prosody

As a concept arisen from corpus linguistics, DDL “focuses on the typical behaviour of
individual lexical items as observed using ‘key word in context’ concordance lines” (Hunston,
2007, p. 249). It isolates common patterns in authentic language samples with software
programs called concordancers (Hadley, n.d.).

To Boulton (2011), DDL activities use a constructive approach “to inductive, problem-
solving discovery learning from naturalistic pattern-recognition in authentic language data”
(p- 2). In DDL, teachers should be a director and coordinator. Students are encouraged to
explore linguistic texts. It helps them find patterns, rules, and consequently generalizations
in linguistic context (Johns, 1991).

To illustrate the way DDL works, Figure 1 shows all 14 selections of instances of the verb
RESORT TO in Brown + BNC Written Corpora with the keyword in center. With regard to
the words indicating what entity is “resorted to”, in most cases, this entity is one which would
normally be considered to be unfavorable: secrecy, taking hostages, military means,
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hysterical repressions, and so on. Therefore, it can be concluded that the word RESORT TO
has a negative SP.

& C | ® lextutor.ca/cgi-bin/conc/ww

vords.pl

Home> Concordancers> English Input [«Back] (Back keeps original settings) ~ Copiable extract-Link to this data >> here
Concordance for equals resort to in brown_bncw.txt sorted Keyword [l Dictionary [l Eng_Eng v [l Speak | [Eng-Us v |

Extract: ¥/ All| @ |any10120]30|50| Go> |
E3 M cquals v Jresort to ]| Brown_+_BNC Writ. (2+m) v v [l key v jon [EISRE (<< |

14 hics Standardized to 7 per million (hits/corpus size x 1,000,000)
Click any KEYWORD for more context

rian leadership is fully convinced there will be no need to RESORT TO this as Gen Roun's removal is a matter of tij

Winston Lord, US ambassador to Cj

handled ¢ diplomatic channels w. RESCORT TQ secrecy,

O O«

our honourable member would RESORT TO secure publicity and the popularity need:

would often RESORT TO taking hostages (amanaty

€ antics to

. Usually members o

ervicemen

US still didn't want to RESCORT TO military means and want Yy to sor

6.3 Hoy

s in the system, it is necessary to RESORT T r simulation of the eguations.

O O O«
O 0 0 0 o0 o0 o0
I e @ e

iconoclasm, and quite prepared to RESORT TQO hy cal repressions ¥ its brictle foun

)08. to Mr. Toynbee, without conscious RESORT TQO the traditional terminology with regard to tj
)09. . I work on a watercolor easel in the £ a large garden umbrella to protect my eyes f
010. ts. As spraying is out of t! n, ng all damaged floating foliage. Even

of such weapons unless they are firs
ng small sums from frie

. "If you c

paradoxically, the beat "religious" metaphors: in search of

The anonymous correspondent d . He called Pike a thief. He said

Extract: ¥/ All| @ |any10]20]30|50| Go > |

KEY IMMEDIATE 1 WD COLLOCS (Freg>=2. with left/right x 1-2-3 wd sort) for resort to (assoc=)

none

ALL POTENTIAL COLLOCS (n=1) for resort to (assoc=) (freq>4, content only, within 4 wds either):
none

Figure 1. All 14 selections of instances of the verb RESORT TO in Brown
+ BNC Written Corpora

Bednarek (2008) warns that:

(1) SP of a word in different types of texts will be different and it “is probably context-,
genre- and domain dependent” (p. 123).

(2) Labeling an item as having a positive/ negative SP is a subjective matter. That is, the
percentage of collocates identified as positive/ negative may be different from
researcher to researcher.

(3) Lexical items with different word classes may also have distinct semantic prosodies.
Thus, a verb may have different SP than its noun form.

As mentioned above, traditionally, teachers teach vocabulary by providing near-synonyms,

among other things, and in doing so they fail to point out the distinguishing features among
them. Similarly, in dictionaries words are usually defined by providing near-synonyms
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without giving any information about SP. As a result, learners fail to identify the
distinguishing features of near-synonyms, and use words inappropriately (Watter, 1992).
Wrong choice of near-synonyms conveys undesired connotations, implications, and attitudes
(Inkpen, 2007; Inkpen & Hirst, 2006). Therefore, the traditional practice of vocabulary by
offering near-synonyms should be used with caution.

Xiao and McEnery (2006) demonstrated that near-synonyms are normally not
interchangeable and “teachers, learners, and lexicographers have been advised not to use
words with close meanings (near synonyms) at the expense of focusing on connotative
meanings (semantic prosodies)” (Ahmadian, Yazdani, & Darabi, 2011, p. 288). Furthermore,
since advanced learners have serious problems with near-synonyms (Hemchua & Schmitt,
2006), the knowledge of SP for EFL vocabulary instruction is essential (Inkpen & Hirst,
2006; Zhang, 2009). However, this knowledge is neglected by L2 learners (Ahmadian et al.,
2011). Consequently, misuse of lexical items, particularly the choices among near synonyms,
calls for more attention and treatment in L2 lexical learning (Lee & Liu, 2009; Inkpen, 2007).

Additionally, Halliday and Hasan (1976) argue that near-synonyms play a key role in lexical
cohesion. To them, cohesion is a semantic concept, which refers to “relations of meaning
that exist within the text, and define it as a text” (p. 4). It is assumed “as a powerful tool in
discourse production and interpretation” (Tanskanen, 2006, P. 27).

Cohesion occurs where the interpretation of some element in the discourse is dependent on
that of another. It is expressed through grammar and vocabulary. The cohesive effect that is
achieved through the selection of vocabulary is called lexical cohesion. Moreover, there is a
consensus among researchers that lexical cohesion consists of two different types of relation.
(Tanskanen, 2006). These two main subclasses of lexical cohesion, as identified by Halliday
and Hassan (1976), are reiteration and collocation.

Halliday and Hasan (1976) contend that reiteration involves the repetition of a lexical item,
the use of near-synonyms, or super-ordinates, and a general word to refer back to a lexical
item. Moreover, “any two lexical items having similar patterns of collocation ... will generate
a cohesive force if they occur in adjacent sentences” (p. 286). Therefore, it seems that SP
performs a role in creating lexical cohesion. The concept of SP is relevant to cohesion since
it is related to both collocation and reiteration. It is related to collocation because SP of a
word is the result of its consistent collocation. It is also partly related to reiteration since SP
is the main distinguishing feature of near-synonyms.

It should be noted that since cohesive devices are on the surface of the text, they can be
observed, counted and analyzed and are therefore objective (Tanskanen, 2006, P.21). This
makes the assessment of lexical cohesion easier.

However, little research has been carried out about SP (Zhang, 2010). Moreover, no study

has been reported to investigate whether introducing SP has significant effect on the
improvement of lexical cohesion. Therefore, this study addresses following null hypotheses:
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(1) Teaching SP of lexical items through the DDL approach does not have any
statistically significant effect on Iranian learners’ lexical cohesion in an EFL context.

(2) Knowledge of semantic prosody of lexical items does not have any statistically
significant effect on Iranian learners’ lexical cohesion in an EFL context.

(3) There is no significant difference between the effect of teaching SP of lexical items
through the DDL approach and the effect of knowledge of SP of lexical items on
Iranian learners’ lexical cohesion in an EFL context.

Materials and Methods

This study followed a quasi-experimental and pretest-posttest design. Due to some
organizational issues, intact classes were selected for carrying out the present study.

Participants

To carry out this study, 52 advanced participants were assigned as one control group (N=18),
and two experimental groups: group A (N=17) and group B (N=17). All participants were
chosen from Novin English Institution in Talesh, Iran, and were native speakers of Persian.
In fact, three intact classes were selected. In order to make sure that the participants were
homogeneous, the Oxford Placement Test (2004) was administered to the participants and
those learners whose scores deviated one standard deviation below the mean on the test were
excluded. Two of three classes were randomly selected as experimental groups (A & B) and
the other class was selected as a control group.

Participants were male students. They had already studied English for 7 to 9 years, with a
mean of 8 years. They were studying American English File 5, 2" edition (Latham-Koenig
& Oxenden, 2013). The main reason for choosing these learners, i.e., advanced learners, was
that they had a greater chance to improve their lexical cohesion. The classes were held two
sessions per week. Each session took 90 minutes out of which 20 minutes was devoted to
working on vocabulary. This study was conducted for 6 months.

Data Collection Instruments

Two IELTS writing tasks were administered before and after the study as pretests and
posttests to compare the participants’ lexical cohesion. The students were given a topic to
write about during 40 minutes. The students were supposed to present their point of view
with convincing evidence, write in a style that is easy to follow and cohesive, and use English
accurately and appropriately.

Oxford Placement Test (2004) was administered to both the experimental groups and the
control group before the study to choose homogenous participants. Moreover, American
English File 5, 2" edition (Latham-Koenig & Oxenden, 2013) was used in this study as the
course book.
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To find semantic behavior of near-synonyms, the Brown University Corpus of American
English (Francis & Kucera, 1964) and British National Corpus (BNC) were chosen. They
were chosen because they were easily available, they had been used in previous studies, and
(as it was the first time that the students were supposed to use a corpus for finding out the SP
of lexical items) it was manageable and easy enough to use.

Procedures

In experimental group A, the participants were provided with regular teaching of SP of lexical
items through the DDL approach. For words (mainly verbs) that students encountered in their
course book, they were asked to find its near-synonyms in a thesaurus. However, not all
words and their near-synonyms were studied. The teacher helped them select active one. In
the next step, they were asked to find SP of near-synonyms for comparative purposes, so that
they knew, in a synonym set, which word had a positive, which word had a neutral and which
word had a negative SP. They were also taught how to use corpora and concordancer in order
to find SP of near-synonyms by themselves.

The positive, neutral, and negative prosodies were taken like Xiao and Mcenery (2006),
corresponding to Partington’s (2004) favorable, neutral, and unfavorable prosodies. That is,
in practical terms, the phenomenon of SP was classified into three major types: a positive
one (+SP), a negative one (-SP) and a neutral one (~SP).

In order to provide a favorable environment for adopting the DDL approach, the institution
was equipped with wireless internet connection. The participants had access to computers,
the online corpora, and their concordancing software that was the feature of the corpora. To
find out SP of each lexical item, the participants examined the concordance lines with
keywords in center. Although, the students frequently used dictionaries to understand the
meaning of new vocabulary items, they were asked to direct their attention to collocates of
the keyword. Therefore, they did not have to translate every word. After checking the
students’ decision, when necessary, the teacher performed a complementary analysis. At this
stage, the students compared their own analyses with the teacher’s one and gained knowledge
of how to find out the SP of the lexical items appropriately. The teacher gave them feedback
by providing commentaries in the class. In the course of time, the students became able to
investigate prosodic behavior of items by their own.

As an illustration, when the word TRIGGER was selected from the course book for
identifying its SP, its frequent near-synonyms (i.e. BRING ABOUT, CAUSE, PROVOKE,
SET OFF, & SPARK) were also investigated. In this synonym set, the words BRING
ABOUT and CAUSE had already been investigated by other researchers: the former has a -
SP and the latter has a +SP. Therefore, the students were to investigate SP of other members
of the synonym set.

Figure 2 shows all 22 selections of instances of the verb TRIGGER in Brown + BNC Written
Corpora. The words indicating what entity is ‘triggered’ in each line are highlighted in bold.
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In most cases, this entity is considered undesirable: fall, breakout, price crisis, revival,
trouble, and so on. It can be argued, therefore, that TRIGGER has a -SP.

1. inratesto 6%.But the CBIreckons it will TRIGGER a further fallin the pound. Mr Kipling-cakes-to-
2.tes thehead. A system was needed thatwould TRIGGER this breakout and yet allow the consumer to open
3. gequoteafteritis spunoffand this could TRIGGER further price rises similar to those seenin ele

4. butastrongly-runrace on fast ground could TRIGGER a revival. Peter Scudamore's late decision to
5.on, an awareness that no other man had ever TRIGGERED. I wanted him, with a terrifying fierceness.
6.ould lead to " a non- statutory monopoly" and TRIGGER a free-for- all among farmers with the housewife
7. bigger than anything the United States has TRIGGERED experimentally- would certainly produce a big
8. fusionpowerin the Coal Sack was whathad TRIGGERED all the troublein the first place- and he alr

9. this process. The two mostlikely services to TRIGGER a process of decline are the post office, which
10.the sex act by one partner can be temporary, TRIGGERED by a passing but urgent emotional need. Thusa
11. ofaProtestant clergymanin Timisoarathat TRIGGERED the unrestin Romania, has raised the prospect
12. would be further improved if zones could be TRIGGERED by remote manual means linked into the automa
13. ed demand for rural employment which then TRIGGERS another circular decline (Hodge and Whitby,
14. wedin. The strong upward movement was TRIGGERED by a bullish forecast from the CBI -- thebo

15. hevbegan sending nuclear missiles to Cuba, TRIGGERING the October crisis. In the Nixon-Kissinger
16. rdagainst the onesort of mishap thatcould TRIGGER the destruction of continents? Are we as safe as
17. informed if further zones were subsequently TRIGGERED. In the case of horizontally separated zones

18. prepared. Pakistan arrests of opium farmers TRIGGERS protests. By Kathy Evans in Peshawar PAKISTANI
19. st densely populated urban areas in Namibia, TRIGGERED conjecture that the poll might have to be ext
20. theDemocrats will revive the US economy TRIGGERED a minibuying spree. FT-SE closed at 2711.1,
21. overt resonances within himself, resonances TRIGGERED by explicit symbols clustering around the cen
22.apons. Meanwhile, the experts speak of wars TRIGGERED by "false pre-emption", "escalation", "unaut

Figure 2. All 22 selections of instances of the verb TRIGGER in Brown
+ BNC Written Corpora

All 26 selections of instances of the verb PROVOKE in Brown + BNC Written Corpora are

illustrated in Figure 3. In fact, 20 out of the 26 instances of PROVOKE in the corpora have
indications of negative attitude. It can be said, then, that PROVOKE has a -SP.

41



CALL-EJ, 20(1), 33-51

1 brother's son. It was a fair fight, the boy PROVOKED it Big Charlie told me so. I believed him. They

2 have been in the past: I just don't want to PROVOKE interest in myself. I couldn't cope with it.

3 I can now better see just what processes PROVOKED certain actions from me in the past. Had [ been

4. ir major problems and to the questions they PROVOKE, then a long constructive step will have been

5. tosee vou, theneed we have to use vou did PROVOKE our hasty sending. (ROS and GUIL still adjusting
6 the Senate carries a big stick and is easily PROVOKED to use it [a big stick] on the State Department's back
7. fear in human beings produces an odor that PROVOKES animals to attack. It could have the same effect

8 seals off the flow of blood to the heart and PROVOKES a heart attack. Or (more commonly, thinks Keys
9. ctacular scenery. Another spot with an image-PROVOKING name s the Black Hills where you can visit

10. en the invasion seemed to be going well has PROVOKED fears that President Bush might be tempted to

11. eimagination. When a dancer does well, she PROVOKES a quiet bombardment of dollar bills- although
12.  toBritain's growing intervention were also PROVOKING a response among Egvptians. The nineteenth-ce
13. ed in high-bay (high-racked) warehouses has PROVOKED much thought and discussion, and has brought
14. prejudice that [...] our time so easily PROVOKES. The time-span of little more than a month can

15. ced himself, and, by rolling it to the bull, PROVOKED him to toss it [a hogshead]; but he tossed in vain
16. d knows I could be mistaken! -- he would not PROVOKE the enmity of the Mowbrays by causing harm to
17. biographies, being cases for the prosecution, PROVOKED hostile reviews. But George Orwell[q.v.] was to
18. fwhatis paid for equivalent work elsewhere PROVOKED his indignation on behalf of the American tax

19.  art sum luv creation. Real life business did PROVOKE it [Air Pilots language] Den I went around an spok
20.  as another, would be unlikely therefore to PROVOKE censure even if recognized. What harm could there
21. opium poppy is about £300. The arrests PROVOKED a protest march led by a member of the provinc
22. will proceed despite the intemational outcry PROVOKED by the first removal operation on Monday night.
23. the dead meant to incur their wrath, and thus PROVOKE the unleashing of countrywide disasters. The fa
24, The threat of effective anti-trust action, PROVOKED by "gouging the public" through price increases
25. disamm, relocate or disband the contras could PROVOKE a Sandinista cross-border sweep against the rebels

26. sion. Afteraninitially cautious response, PROVOKED by Gen Noriega's unsavoury reputation, opinion

Figure 3. All 26 selections of instances of the verb PROVOKE in Brown
+ BNC Written Corpora

Negative evaluation of SET OFF is also evident in the examples shown in Figure 4. It shows
all 6 selections of instances of the verb SET OFF in Brown + BNC Written Corpora. In most
instances, the verb SET OFF co-occurs with items that are evaluatively negative (line 4 in an
exception). Therefore, it can be concluded that the word SET OFF has a -SP.

1. ears that the acquittal of William Lozano will SET OFF renewed riots in a city fraught with racia

2. elastdecade police shootings ofblacks have SET OFF extensive rioting. PAGE France backs Sovie

3. strativeinstances. Can thermonuclear warbe SET OFF by accident? What steps have been taken to

4. which case changes in the light or color will SET OFF a kaleidescope of visual designs. Unconcer

5.y will have enough votes next month. Unrest SET OFF by silencing of cleric. By Ian Traynor in

6. e someothers, suchas the first prolusion, that SET OFF... streak ...of unbridled and scathing verbal attack

Figure 4. All 6 selections of instances of the verb SET OFF in Brown
+ BNC Written Corpora

Figure 5 shows all 18 selections of instances of the verb SPARK in Brown + BNC Written

Corpora. Form examining its collocations, it can be concluded that the word SPARK has a
~SP.
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1. gets under way. The recovery will probably be SPARKED by a rising rate of housing starts next sp

2. a"neutralist" government, never did appear to SPARK much fighting spirit in the Royal Lao Army.

3. critical field in years, and I certainly hopeit SPARKS some action. @ ¥LET THE MEDIA CLEANHOUSE,
4.Yaobang. Mr Hu, whose deathin April this year SPARKED off the student democracy movement in Beij

5.ly thatit never existed. The myth was probably SPARKED offby the existence of a St. Thomas'Lane

6. at125p. They closed down3pat46Y:p. Fear SPARKS a new battering THE new trading account got

7.25%, it claimed yesterday. Savage cost controls SPARKED a 24%increasein [...] operating profits to 98m

8. most ofthe damage. But recent price cuts have SPARKED sales and debts have halved to 66m. EC ban

9. 50%increasein the sales team to 9,000 helped SPARK a 124% profits surge to 6.3m in the six mont

10. increasing number ofboating enthusiasts have SPARKED industries designed especially to accommodate them
11. French headmaster, Mr Ernest Chenieres, who SPARKED a controversy by banning Islamic headscarv

12. profitable Airtours camein with a rival bid to SPARK off weeks of rhetoric and activity which fin

13. edinto a fissure for drainage to theriver. This SPARKED off talk of a tunnel leading to Burghley H

14. spanic policeman whose killing of two blacks SPARKED off rioting in January. There are fears th

15. s that the clamp on public sector pay rises may SPARK a winter of discontent. Bob Buckland of NatW

16. f comradeship, the kind of comradeship which SPARKS enthusiasmand blunts the cutting edge of s

17. ilstein thrust straight to the core of the music, SPARKS flying, bow shredding, violin singing, glit

18. e. The issue was sufficiently potentin 1935 to SPARK secession from the American FederationofLa

Figure 5. All 18 selections of instances of the verb SPARK in Brown
+ BNC Written Corpora

It is worth noting that SP of near-synonyms was supposed to be examined in a general
English environment. Words that participants came across in the course book as well as their
near-synonyms were selected as the lexical items whose SP were investigated. In fact, the
teacher selected words.

In the present study, the prosodic polarity of a lexical item was determined by comparing the
number of instances conveying a positive attitudinal meaning with the number of instances
conveying a negative attitudinal meaning. If the positive prosody instances far outnumbered
the negative ones, the word was regarded as having a +SP, and vice versa. If there was no
tendency towards either prosody, the word was regarded as having a ~SP.

Each session the group worked on two or three words along with their near-synonyms. It
should be mentioned that, in order to control the register, near-synonyms from the same
register were chosen.

In experimental group B, the participants were informed of the concept of SP. They were
asked to find a lexical item’s synonyms in the same thesaurus. However, unlike experimental
group A, the teacher, himself, provided them with the SP of lexical items. In other words,
they did not undergo the DDL approach.
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In the control group, the students were asked to find a lexical item’s near-synonyms in the
same thesaurus, too. However, near-synonyms were taught traditionally and without teaching
SP of them. Moreover, it was made sure that they had not learnt SP before. In fact, to
distinguish between near-synonyms, the participants only used the dictionary definitions and
thesaurus.

In order to measure lexical cohesion, before the treatment and immediately after the treatment,
IELTS writing tests (task 2) adopted from samples of IELTS writing tests were given to the
groups, as pretests and posttests. In both pretest and posttest, the groups were given a time
limit of 40 minutes to complete the task. The lexical cohesion of their writing composition
was an indicator of their lexical cohesion ability. The participants’ writings were given a
score range between 0-9 for their lexical cohesion.

Data Analysis

In this study, to compare means of each test within and between the groups, one-way
ANOVA and a Post-hoc Tukey Test were used. The null hypotheses of no difference within
and between group means were formulated. The alpha level was set to .05.

To decrease subjectivity, two raters assessed the participants’ compositions with respect to
lexical cohesion. The average of the scores provided by two raters was considered the
participants’ true score.

In order to measure inter-rater reliability for the scores provided by the two raters, the Pearson
correlation was used. Table 2 presents the measure of inter-rater reliability of two raters for
the pretest scores in all three groups. The correlation achieved in each group was significant.
That is, the scores provided by two raters had an acceptable correlation.

Table 2
Inter-rater correlation for the pretest scores
Groups N Pearson Correlation  Sig. (2-tailed)
Control 18 .950 .000
Experimental A 17 948 .000
Experimental B 17 .940 .000

Table 3 presents the measure of inter-rater reliability of two raters for the posttest scores in
all three groups. The correlation achieved in each group was significant. That is, the scores
provided by two raters had acceptable correlations.
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Table 3
Inter-rater correlation for the posttest scores
Groups N Pearson Correlation Sig. (2-tailed)
Control 18 936 .000
Experimental A 17 .960 .000
Experimental B 17 .940 .000

Results

Table 4 shows the descriptive statistics of the participants’ performance in different groups
on the pretest.

Table 4
Descriptive statistics (Pretest)
Group Std. Std.  95% Confidence Interval for Mean
N Mean Deviation Error Lower Bound  Upper Bound Minimum Maximum
Control 18 5.000 5145 1213 4.744 5.256 4.0 6.0
Experimental A 17  5.206 5018 1217 4.948 5.464 4.5 6.0
Experimental B 17 5.118 .6257 1518 4.796 5.439 4.0 6.5
Total 52 5.106 .5454 .0756 4.954 5.258 4.0 6.5

Table 4 indicated that mean and standard deviation of all three groups were to some extent
the same. That is, the participants of the three groups performed similarly on the pretest.

In order to find out the difference among the groups on the pretest, One-way ANOVA was
performed on the test scores of the three groups’ writing essays. Table 5 shows the results.

Table 5

One-way ANOVA (Pretest)
Sum of Squares Df Mean Square F Sig.

Between Groups 374 2 187 .620 542
Within Groups 14.794 49 302
Total 15.168 51

Based on Table 5 given above, since observed F (0.620) is less than critical F (3.19) with df
= 2/49, the difference between the groups is not significant at (p<0.05). Moreover, based on
obtained significance of 0.542 which was greater than 0.05, it was concluded that there was
no difference between the groups on the pretest. Therefore, all the groups were homogeneous
with respect to lexical cohesion at the beginning of the study.

The mean of each group on the pretest is illustrated through a bar graph in Figure 6. It
confirms the participants in each group performed almost the same.
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Control group
 Experimental group A
m Experimental group B

Pretest

Figure 6. The comparison of each group’s mean in cohesion on the pretest

The next step in analyzing the results of the study was the calculation of the students’ scores
after the treatment on the posttest. Like the pretest, descriptive and inferential statistics were
used for this purpose. The descriptive statistics of participants’ scores on the posttest are
given in Table 6.

Table 6
Descriptive statistics (Posttest)
Std. Std.  95% Confidence Interval for Mean
Group N Mean Deviation Error Lower Bound  Upper Bound Minimum Maximum
Control 18 5.139 .6137 1447 4.834 5.444 4.0 6.0
Experimental A 17 5.882 4851 1176 5.633 6.132 5.0 6.5
Experimental B 17  6.000 4330 .1050 5.777 6.223 5.5 7.0
Total 52 5.663 .6396 .0887 5.485 5.842 4.0 7.0

By comparing the mean and standard deviation of each group in Table 6 with the ones of the
pretest in Table 4, differences among the groups’ means were arisen. As it is shown in Table
6, the participants’ performances in all groups were changed into greater scores. In order to
find out whether the differences in the results of the posttest are significant, one-way
ANOVA was used. Table 7 shows the results of this calculation.
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Table 7
One-way ANOVA (Posttest)
Sum of Squares df Mean Square F Sig.
Between Groups 7.693 2 3.847 14.314 .000
Within Groups 13.167 49 269
Total 20.861 51

According to Table 7, since observed F (14.314) is much greater than critical F (3.19) with
df = 2/49, the difference between the groups is significant at (p<0.05). The obtained
significance (0.000) is less than significance level set for the study (0.05). Therefore, there is
a significant difference between groups and they are not homogeneous on the posttest. Based
on descriptive and inferential statistics, the participants performed better on the posttest. In
order to find out where the differences exactly exist and compare the groups with each other
a Post-hoc Tukey Test was used. The results are presented in Table 8.

Table 8
Post-hoc Tukey Test of multiple comparisons
(I) Group (J) Group Mean Difference 95% Confidence Interval
(I-D) Std. Error  Sig.  Lower Bound Upper Bound
Control Experimental A -.7435" 1753 .000 -1.167 -.320
Experimental B -.8611° 1753 .000 -1.285 -.437
Experimental A Control .7435" 1753 .000 320 1.167
Experimental B -.1176 1778 187 -.547 312
Experimental B Control 86117 1753 .000 437 1.285
Experimental A 1176 1778 187 -.312 547

. The mean difference is significant at the 0.05 level.

Table 8 shows that the groups performed differently in gaining lexical cohesion. The multiple
comparisons of the results showed that there was not a significant difference between
experimental group A and experimental group B, but there was a significant difference
between experimental groups (A & B) and the control group. Thus, it is shown that the
participants in the experimental groups performed better on the posttests.

The mean of each group on the posttest is illustrated through a bar graph in Figure 7. It
confirms participants in the experimental groups outperformed the control group.
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Figure 7. The comparison of each group’s mean in cohesion on the posttest

Discussion

From the related literature, it was observed that SP is the main distinguishing feature among
near-synonyms. Therefore, lexicographers are recommended to provide necessary
information about SP of the lexicon in monolingual dictionaries and apply this knowledge in
selecting exact equivalents between the lexicon of different languages in bilingual
dictionaries. That is, SP should become an integral part of dictionary definitions to
distinguish near-synonyms. It was also found that SP of lexical items is only discovered
through the DDL approach.

From investigating the prosodic behavior of synonym sets, two points were discovered:
firstly, it was found that in a synonym set, it was not very common to have members with all
three types of SP (positive, negative, and neutral). That is, in many cases two types of
prosodic behaviors existed in a synonym set. The second point worth mentioning is that
negative prosodic behaviors were more frequent than the other two types.

The present study investigated the role of SP in EFL learners’ lexical cohesion. The
participants' initial performance (on the pretest) on lexical cohesion was poor: the mean
scores for the control group, experimental group A, and experimental group B were 5.00,
5.206, and 5.118 out of 9, respectively. SP was not taught and practiced in these classes. This
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implies that lack of knowledge of SP in traditional classrooms may be one of the causes of
not writing coherently enough.

However, after introducing SP and practicing it for a 6-month period, the groups were not
homogeneous anymore. On the posttest, the difference between the experimental groups and
the control group was significant. In other words, the participants in the experimental groups
performed significantly better on the posttest. The results suggested that SP was beneficial
for improving lexical cohesion.

Based on the obtained results, the first two null hypotheses were rejected. That is, both
teaching SP of lexical items through the DDL approach and making students aware of the SP
of lexical items by the teacher have a positive significant effect on EFL learners’ lexical
cohesion. However, the last hypothesis was not rejected. That is, there was no significant
difference between these two methods of presenting SP of lexical items. Therefore, it can be
concluded that SP itself is the main reason of improvement in the learners’ lexical cohesion.
In other words, it does not differ if SP of words is taught through DDL or it is provided to
the learners by the teacher.

It is quite clear that, concerning discovering SP of lexical items, DDL is more reliable and
sophisticated than merely asking a teacher. Therefore, that the DDL approach did not make
any difference could be due to the fact that the DDL approach is not convenient, at least in
the first experience, it is time-consuming, and it imposes heavy burden on the learner. To
overcome this, an attempt should be made to make the DDL approach as friendly as possible.

The most important and basic finding of the present study, emerged from experimental group
A, was that it is possible to teach SP of lexical items. That is, the teacher does not have to
provide learners with SP of words. The students themselves are able to find out SP of words
though the DDL approach.

Another point that is worth mentioning is that as the study took 6 months, it might be
concluded that the effect of SP on lexical cohesion is achieved in long term. This is because
to achieve considerable difference in lexical cohesion through knowledge of SP, the SP of
quite a lot of words should be investigated.
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