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Abstract

This paper presents an original computer-assisted language learning (CALL) app for EFL listening comprehension. The software, Listening Hacked, utilized a multimedia database and natural language processing (NLP) to create a personalized, autonomous learning environment for EFL learners. The paper is organized into two parts. In the first part, the paper describes the development of the software, including its theoretical underpinnings and developed functionalities. The second part, reports on the evaluation of the software which involved an experiment with 53 English-major Vietnamese students. The students were randomly assigned to the Experimental Group (EG) and Control Group (CG). The EG learned EFL listening by watching English-speaking movies, doing paused transcription tasks, and using various help options available on the platform to complete the tasks. The CG learned by doing traditional listening exercises with comprehension questions on Google classroom. The t-test and repeated measures of ANOVA results indicate that after 12 weeks of study, the students in the EG showed improvement in their EFL listening performance and that they performed better on the posttest than those who learned with traditional methods. The paper also discusses some implications of the findings in the context of researching, developing, and implementing CALL software for L2 listening.
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Introduction

Listening plays an essential part in human communication and contributes to the development of other communication skills. Research in communication has unveiled that listening can take up to 55% of our daily communication activities (Worthington & Fitch-Hauser, 2018). In the field of second/foreign language (L2) education, listening has been corroboratively considered as a primary source for L2 acquisition (Rost, 2001;
the contributions of ICALL software found in CALL applications for L2 listening (ICALL) applications while having been language understanding and natural language generation (Wagner, 2010) Guichon & McLornan, 2008; Liang, 2020; Shalmani, 2020; Sueyoshi & Hardison, 2005; Rivens Mompean & Guichon, 2009) that, with use, their comprehension is aided through feedback (Pujolà, 2002). Research into help options in CALL software for L2 listening has shown that learners express preferences for learning software with help options and that, with use, their comprehension is aided (Cárdenas-Claros & Gruba, 2014; Grgurović & Hegelheimer, 2007; Rivens Mompean & Guichon, 2009).

L2 practitioners often seek ways of personalizing learning from computer-assisted language learning (CALL) applications. CALL applications can contribute to the effort of personalizing learning in two ways: providing access to substantial learning materials for individual learners, and more importantly, giving individualized support through help options, generally defined as “embedded application resources that assist learners in performing computing operations and/or support language learning” (Cárdenas-Claros & Gruba, 2009, p. 69). Typical help options in CALL environments include dictionaries, transcripts, captions, media replay, speed control, and explanatory feedback (Pujolà, 2002). Research into help options in CALL software for L2 listening has shown that learners express preferences for learning software with help options and that, with use, their comprehension is aided (Cárdenas-Claros & Gruba, 2014; Grgurović & Hegelheimer, 2007; Rivens Mompean & Guichon, 2009).

Despite the abovementioned strengths, existing CALL applications for L2 listening still have some limitations, mostly related to the lack of interdisciplinary applications. Firstly, while advances in technology and infrastructure have fostered access to quality sources of multimedia, most traditional CALL applications providing audio-only materials are still used extensively in many L2 classrooms in Vietnam. Research has provided strong support for multimedia-based CALL software for L2 listening (Brett, 1995; Chi et al., 2022; Diao et al., 2007; Fan, 2020; Meskill, 1996; Pangaribuan et al., 2017; Wahyuni & Septiansari, 2020), notably the use of videos in replacement of audio texts (Lesnov, 2022; Mathew & Alidmat, 2013; Sarani et al., 2014). One of the most prominent theories promoting the use of multimedia in learning is Mayer’s (2009) Multimedia Learning theory which states that “people learn better from words and pictures than from words alone” (p.4). Besides, using multimedia materials in L2 listening instruction can facilitate the comprehension process (Al-Athwary & Lasloum, 2021; Guichon & McLornan, 2008; Liang, 2020; Shalmani, 2020; Sueyoshi & Hardison, 2005; Wagner, 2010), and motivate the learners (Cross, 2018).

Secondly, natural language processing (NLP), which works with natural language understanding and natural language generation (Tschichold & Schulze, 2016), while having been already applied in various L2 fields to produce intelligent CALL (ICALL) applications (Azizinezhad & Hashemi, 2013; Heift, 2012), has rarely been found in CALL applications for L2 listening (Dizon, 2020). Despite its great potential, the contributions of ICALL software to L2 listening have remained largely unknown due
to either the scarce availability of ICALL software particularly designed for L2 listening and the lack of research on ICALL for L2 listening (Cardenas-Claros & Gruba, 2013).

This paper describes an original ICALL application, *Listening Hacked*, which integrates NLP and a multimedia database to develop a personalized learning environment for EFL listening comprehension. The paper will first describe the app, including the principles underlying its development and the learning activities on the app. The paper will then present empirical evidence relating to its effectiveness in developing the students’ EFL listening ability. Specifically, the following question was addressed: What was the effectiveness of Listening Hacked on the students’ EFL listening comprehension?

**Literature Review**

**Listening comprehension process**

Speech contains continuous streams of acoustic signals which are sent to the listener’s ears for perception. We are constantly receiving sound signals around us but not all of them are equally attended to and processed (Worthington & Bodie, 2017). Even when they are attended to, a continuous stream of speech signals is not normally processed as a whole, but rather in smaller units. These units of perception can be features, phonemes, syllables, words, chunks of words, or other sound patterns. Furthermore, these units can be related to each other when they co-occur frequently in certain situations. For example, the words *school*, *student*, *teacher*, *blackboard* can be associated with one another because they co-occur frequently in the contexts of schooling or education. These associations are stored in the listener’s mental structures called schemata (Rost, 2006; Goh & Vandergrift, 2021).

According to the Parallel Distributed Processing model (Brodbeck et al., 2022; Scovell, 1998), when we listen, the speech signal can activate potentially corresponding perceptual units at different levels simultaneously (e.g. phoneme level or/and word level) and the schemata relevant to the activated perceptual units. Alternatively, schemata can be activated by non-verbal cues such as situational contexts or visual information (Nguyen & Newton, 2018). In the comprehension process, this activation of schemata, either provoked by verbal or nonverbal cues, serves as a structure of meaning representation onto which activated perceptual information is mapped, according to the structure-building model (Gernsbacher, 1990; Lennox et al., 2020). The ‘goodness of fit’ will suppress all activated units except for only one. The ‘best fit’ perceptual information will then be enriched by further evidence from later processing (Rost, 2015; Yang et al., 2022). The structure-building model of comprehension, while originating in reading comprehension research, claims to be cognitive general and is not tied to a specific modality (Gernsbacher, 1990), and thus offers an explanation for individual differences in comprehension skill (McNamara & Magliano, 2009). The distinction between a competent and a less-skilled listener lies in their efficiency of suppressing ‘unfit’ activated units of perception to arrive at the ‘best fit’ quickly, instead of their capability in obtaining and enriching contextual information quickly (Gernsbacher & Faust, 1991).

In this study, listening comprehension is conceptualized as a process of constructing coherent mental structures of an attended speech, by activating relevant
perceptual units which are then enriched or suppressed in relation to their goodness of fit for the structures (Gernsbacher, 1990, 1991, 1997). The perceptual information is primarily derived from the speech signal in the speaker’s utterances while the conceptual information is provided by the activation of relevant schemata. The interaction between the two sources of information, usually mentioned in the literature as the interactive model of listening (Field, 1999; Flowerdew & Miller, 2005; Goh, 2016), generates evidence provided for building the structure of meaning of the attended speech (see Figure 1). Failure to obtain information from one source may lead to failure in comprehension. It is important to stress that while perceptual information derives from the speech signal, the resulting perception is still a product of a combined processing of both perceptual and conceptual information.

Figure 1
Listening comprehension process

---

**Personalized learning**

Personalization in education is not a new thing, and yet, it has become a trend in the 21st century. The original goal of personalized education concerns tailoring instruction and providing learning conditions meeting individual learners’ needs. This idea leads to the concept of precision education (Cook et al., 2018; Luan & Tsai, 2021; Makhluf, 2020) and more recently precision language education proposed by Lian and Sangarun (2017). The concept of precision language education, inspired by precision education and formerly precision medicine, is a new conceptual move in which language instructions or pedagogical interventions should focus on addressing the actual problems and learning needs experienced by each learner when trying to solve specific language tasks (Bhutoria, 2022; Cook et al., 2018) and moving away from group characteristics, just as precision medicine is intended for specific needs of individual patients.

The move toward precision language education turns individual differences, usually considered as an unavoidable nuisance in education, to that of navigating effective ways to language learning by responding to individual variability instead of normalizing
it. Lian and Sangarun (2017) suggest that the distinction between precision education and personalized education is in the goal of getting information “as detailed and accurate as possible” (p.3) about learner variables and needs, with the former being full personalization and “the ultimate objective of the research effort” (p.6).

In precision language education principles, pedagogical intervention should aim at “providing accurate, detailed, timely, adaptive and contextualised personalised data” (Lian & Sangarun, 2017, p. 4) so as to arrive at the most effective solutions to individual learners’ problems. The premise is that we can increase chances of success in language learning if ‘precise’ data of performances can be obtained and made available to learners since awareness of the viability of knowledge construction can trigger effective learning (von Glasersfeld & Cobb, 1983).

**Learner Autonomy and L2 learning**

As discussed above, successful personalization in learning requires obtaining precise learner performance data. However, in normal teaching situations, the achievement of ‘precision’ might be a challenge unless there is assistance from available technologies. Technology has the potential to collect learner performance data and provide personalized solutions for individual learners based on the collected data. However, whether those technology-based, personalized solutions are effective in assisting learners with their problems still depends on learner autonomy (Reinders, 2018).

Learner autonomy is defined as the learner’s “capacity to take control of one’s own learning” (Benson, 2013, p. 58). As Palfreyman and Benson (2018) pointed out, this learner characteristic is both behavioral and psychological. The psychological aspect of autonomy is evident in the learner motivation and efforts in their learning, while the learner control over their learning activities and cognitive processes are considered behavioral.

One important issue concerning research on autonomy is whether developing autonomy could lead to better L2 learning. While research has not been conclusive about this, several findings (Çetinkaya & Tilfarlioglu, 2020; Dafei, 2007; Daflizar et al., 2022; Hashemian & Soureshjani, 2011; Ngurah & Myartawan, 2013; S. Sakai & Takagi, 2009) including a longitudinal study by Little et al. (2017) support the positive relationship between learner autonomy and L2 learning.

**The use of AI in L2 listening pedagogy**

As artificial intelligence (AI) is becoming a global trend in almost every aspect of modern life, L2 researchers and practitioners are beginning to look for possible uses of AI-based software for L2 listening instructions. Multimedia-based applications with the integration of AI such as YouTube, Netflix, TuneIn radio, Spotify Music have been used for self-learning of listening comprehension (Suryana et al., 2020). Other virtual personal assistant applications such as Siri or Alexa powered by AI speech recognition and speech generation have also been used for teaching both English speaking and listening (Dizon, 2020). It is worth noting that while applications such as YouTube or Netflix are powered by AI, those applications are not developed for teaching or learning listening comprehension, and thus the AI in those apps only serves to personalize the users’
listening preferences and has nothing to do with assisting comprehension. Likewise, application like Alexa might be used for teaching and learning speaking or listening to some extent, however, they are not designed for those purposes, and thus they possess no features that support learning. Dizon (2020) pointed out in his study that the students’ listening comprehension did not improve significantly after the training with the virtual personal assistant Alexa, which is understandable since the app was not designed for that purpose. Therefore, as stated earlier, intelligent CALL applications specifically developed for L2 listening comprehension are still very rare and this area of research should need more investigations.

The Learning Environment: Listening Hacked

Theoretical underpinnings

This section presents the seven principles on which the development of the proposed ICALL environment was based (see Figure 2). These principles derive from the study’s theoretical framework which was constructed on radical constructivism (von Glasersfeld, 2007), precision language education (Lian & Sangarun, 2017), structure-building model of comprehension (Gernsbacher, 1990), interactive model of listening (Rost, 2015), and cognitive theory of multimedia learning (Mayer, 2009). In discussing these principles, we also explicate why certain features should be included in the learning environment.

Figure 2
Seven principles for designing CALL applications for L2 listening

(1) Respect the listener’s meaning-making process

According to radical constructivism, knowledge is actively constructed by the learner and it cannot be imposed intact on them (Bodner, 1986; von Glasersfeld, 1991,
Therefore, the learning environment should respect the listener’s meaning-making process.

(2) Provide precise feedback

Given learning is an adaptive process and knowledge construction must have viability (von Glasersfeld, 2007), feedback provision is critical in the learning process as it is a form of awareness-raising. The effectiveness of corrective feedback (CF) depends on several factors, including, but not restricted to, the explicitness of CF (Ellis, 2017; Heift & Hegelheimer, 2017; S. Li, 2017; Nassaji & Kartchava, 2017; Quinn, 2014; Suzuki et al., 2019; Yilmaz & Granena, 2021), the immediateness of CF provision (Canals et al., 2020; Henderson, 2021; Lyster & Saito, 2010), the degree of precision and personalization of CF (Han, 2008; Pérez-Segura et al., 2020), and the reliability of CF given that it is generated by a computer (James, 2006; Li, Link, Ma, Yang, & Hegelheimer, 2014). Taking these issues into consideration, the second principle is that feedback provision should be explicit, immediate, and personalized, by targeting specific and real problems of an individual listener.

(3) Personalize learning

As discussed, personalization is an effective approach to tackling individual differences in language learning (Lian & Sangarun, 2017). The learning environment, therefore, should offer various help options or learning paths to cater for different learners effectively.

(4) Develop both top-down and bottom-up processing

In the model of listening comprehension presented earlier, listening is an interactive process between top-down and bottom-up processing, therefore, listening practice should promote the types of activity that can tap into those two primary processes as an attempt to reflect its operation in real-life situations, and with that, listening practice can better prepare learners in real L2 listening encounters.

(5) Provide multimodal and contextualized listening input

According to the cognitive theory of multimedia learning (Mayer, 2009), learners will benefit more when the learning material is presented with multimodalities (e.g. both auditory channel and visual channel) or multimedia (e.g. both pictures and written texts) than being restricted to a single medium or input modality. On that account, the learning environment needs to provide contextualized, multimodal input for the learners.

(6) Increase speaker variability in listening practice

In the model of listening comprehension, perceptual information is an inextricable source that the comprehension process must draw on. Unfortunately, the
speech signal presents a great amount of variability originating from speakers’ voices, allophonic variations, co-articulation, and other simplification processes in connected speech. Moreover, for biological reasons, human articulation of the same speech elements is far from constant. This variability poses a major challenge to non-native listeners’ perceptual processing and thus directly affects L2 listening comprehension. A regular way of thinking to overcome this challenge is reducing the variability or simplifying the input, yet this method has not been proven empirically. On the other hand, mounting evidence in speech perception research has shown that high variability perceptual training can improve speech perception, including phoneme discrimination, word recognition, and indexical feature identification (Barriuso & Hayes-harb, 2018; Bradlow et al., 1997; Logan et al., 1991; Perrachione et al., 2011). In addressing the issue of variability in the speech signal, L2 listening instruction therefore should increase speaker variability in the input rather than reduce it, to facilitate perceptual learning (Lively et al., 1993; Logan et al., 1991).

(7) Ensure the quality of listening texts

As Rost (2006) suggests, the quality of listening texts rests on the level of relevance, difficulty, and authenticity. Relevance requires listening materials to have motivational effects on the listener. In other words, the listener should have an authentic need to process and understand the listening texts. This is because real-life listening is characterized not only by cognitive processes but can be affected by the listener’s willingness to listen (Worthington & Bodie, 2017). Weaver was the first listening scholar to notice the affective dimension of listening in communication when proposing in his book that “willingness to listen is probably as important as the capacity to listen” (1972, p. 8). To rephrase it, the choice that a listener makes whether to attend to the speech or to ignore it is a vital component and prerequisite of listening. Authenticity involves using genuine target-language texts whenever possible. As far as the goal of L2 listeners is to understand the language actually used by native speakers, they need to be introduced to that type of language use (Rost, 2006). Text difficulty refers to the cognitive load of a text imposing on the listening process. Factors affecting the difficulty of listening texts include “length, speed, familiarity, information density, and text organization” (Rost, 2006, p. 50). The learning environment, thus, should provide a wide range of authentic materials so that individual learners could find appropriate input for their learning.

Descriptions of the learning environment

The ICALL application presented here was designed as a web-based application and named Listening Hacked (see Figure 3). For the purpose of tracking the students’ progress, Listening Hacked required each student to log in the website in order to use it. Additionally, a page was set up to give students detailed instructions on how to use the app in their learning.
In essence, the learning on Listening Hacked involved watching English-speaking movies, with or without English captions, and occasionally transcribing some utterances from the movies that had been automatically selected by the app. The app offered a plethora of movies of various genres and classified movies according to their most relevant genres, the information of which was obtained from the Internet Movie Database (www.imdb.com/). Since this app was only used for research purposes and could be accessed by a small group of students in a specified timeframe of the research project, the use of movies in this project was legal according to Articles 25 and 32 in Vietnam’s intellectual property law (Vietnam National Assembly, 2009).

A movie normally lasts from 90 to 120 minutes, thus, for convenience in practice, each movie was divided into three to four practice sessions, i.e., approximately 25 to 30 minutes per session. Students were free to choose a movie of their interest to view and practice; however, animated movies and documentaries were recommended at the outset since these movies are generally slow-paced and the language is less idiomatic as opposed to other movie genres. It remained, however, the student's own decision whether to follow this recommendation.

Paused transcription

As the students viewed the movies on Listening Hacked, they had to do paused transcription tasks (see Figure 4). For every practice session, the app automatically selected 10 chunks and removed the caption texts of those chunks. When the movie playback reached a selected chunk, the app executed a forced pause and required the students to provide transcription of the chunk immediately preceding the pause. The app did not allow the students to continue the playback unless the correct transcription was
submitted, or unless they chose to skip transcribing the current chunk. The skip option became available only after five attempts by the learner.

Figure 4
Main working space

Revised listening

Because of issues related to working memory capacity, the listener might not remember precisely what they have heard or may fail to recall some words when they encounter a pause. For this reason, the students were allowed to rehear the chunk being transcribed as many times as they wanted to with the Repeat or Rewind options. The Repeat button allowed the students to rehear the exact chunk being transcribed, while the Rewind button allowed them to rehear that chunk with more contexts, i.e. rehear the chunk plus 2 seconds before and after it. They could also choose to rewind 1, 2, 5, or 10 minutes before the chunk for more contexts. These help options respond particularly to principle (3) of the learning environment, i.e. creating personalization as a solution to individual differences in learning. Note that the unit of listening practice in this study is sometimes referred to as a chunk which is operationalized as an intonation unit (or pause unit) consisting of phrases or clauses and uttered in a single short burst of speech (Rost, 2015). In a movie, it regularly coincides with a speaker’s complete utterance.

Corrective feedback

To maximize the effectiveness of repeated listening help options, the students should know exactly where to attend to; therefore, they need corrective feedback as stated in principle (2). Listening Hacked utilized a built-in program to indicate any errors in the students’ transcription input for this purpose. The corrective feedback was given immediately after the students submitted their transcription texts. The mark-up software, which was based on the markup models developed by Cryle and Lian (1985) and Lian and Sangarun (2017), employed a string-matching technique that compared the student’s
submitted transcription with a pre-stored corresponding transcription. This technique can produce very high accuracy when capitalization and punctuation are not considered as errors. The mark-up rules are as follows.

- **Word(s) which actually appear(s) in the original caption text and is(are) displayed in their correct position and will be presented in blue.**
- **Word(s) which actually appear(s) in the original caption text and is(are) displayed in the wrong position will be presented in blue and underlined. The feedback will indicate the correct order of words only when the students have made at least three attempts to respond.**
- **Word(s) which do(es) not exist in the original text will be presented in red and strikethrough.**
- **Word(s) which exist(s) in the original text but is(are) not transcribed will be displayed with the symbol * in their correct position.**
- **Mismatched punctuation and capitalization are not counted as errors and are left untouched.**

Table 1 shows an example of how the mark-up rules are applied to generate feedback for the students’ submitted transcriptions.

**Table 1**
An illustration of the mark-up rules

<table>
<thead>
<tr>
<th>Submission</th>
<th>Original text</th>
<th>Student’s transcription</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st time</td>
<td>What's going on?</td>
<td>What’s going?</td>
<td>What's * on * going *?</td>
</tr>
<tr>
<td>2nd time</td>
<td>What's going on?</td>
<td>What’s going there?</td>
<td>What's * on * going * there?</td>
</tr>
<tr>
<td>3rd time</td>
<td>What's going on?</td>
<td>What’s going here?</td>
<td>What's * on * going : here?</td>
</tr>
</tbody>
</table>

**High variability perceptual training**

When students made a transcription error, this indicated that they were experiencing a perceptual problem. In conformity with principle (6), high variability perceptual training is an effective method for overcoming this issue. The app had a feature, Phrase Search, for providing personalized, high variability perceptual training for any perceptual problem being experienced in the transcription tasks. Specifically, when the students clicked on any asterisk symbols in the corrective feedback, the app would execute three operations in the following order: (1) tagging part-of-speech (POS) for each word in the utterance being transcribed, (2) chunking the tagged tokens, and (3) searching the target word/chunk in the movie data.

The students were encouraged to watch all the suggested video supercuts, for the purpose of increasing exposure to various contextualized occurrences of the target word/chunk. Repeated listening to the target word/chunk in various contexts is actually a modified version of high variability training for a certain perceptual problem in listening. Note that the present study has developed a novel method for delivering high variability training. While the conventional training is aimed at phonetic contrasts by having students expose to decontextualized audio-only input (Lively et al., 1993), the type of perceptual training in this study was targeted at word and phrase level, and utilized audio-visual,
contextualized materials. The modifications in the training were based on the findings of previous research on this matter, in which the inclusion of visual and contextualized information is expected to boost the effectiveness of the training (Hardison, 2003).

Other help options

The students could review their previous submissions through the list of recently submitted transcriptions. They could also choose to skip transcribing a chunk to continue viewing the movie, however, this option was only available after at least five attempts of failing to provide an accurate transcription. Any skipped word/phrase was saved in the list of skipped items for further practice. Additionally, the students could look up any word in the integrated dictionary.

Task performance scores

When the student completed a practice session, Listening Hacked automatically calculated and displayed the task performance score for the student. Task performance scores (TPS) were calculated by dividing the number of successfully transcribed words by the total number of words to be transcribed and then multiplied it by 10. For example, if the student successfully transcribed 190 words out of 400 words in a practice session, the TPS was 4.75 (out of 10).

Personalized follow-up practice: Listening Boosters

Listening Hacked also had a personal page, called My Page, for showing students the summaries of what they had done in the practice sessions including their practice results, a list of skipped words, and a list of recently repaired words/phrases. By visiting their personal page, the students could have more personalized practice with Listening Boosters (see Figure 5). Listening Boosters generated appropriate exercises for individual students based on the list of skipped items. Whenever students clicked on the request button ‘Suggest videos for me now’, the app randomly selected a word/phrase from the list of skipped items as a keyword for performing a word-in-video search, identical to the technique used in the main practice sessions. The app then presented all the video clips containing the target word/phrase and requested the students to supply just the word/phrase occurring in all the presented video clips. The app also provided corrective feedback if the students’ transcription was inaccurate as well as allowing the students to submit multiple revisions. When the students could provide an accurate answer, the app removed the target word/phrase from the list of skipped items.
Evaluation of the Learning Environment: Methodology

Participants

To evaluate the effectiveness of the learning environment, an experiment was conducted for 12 weeks. The study employed the simple random sampling method in which we approached all first-year, English major students in a university in Vietnam by delivering brochures, sending out emails, posting on the Facebook page of the faculty of foreign languages, and meeting the students in their classes. We randomly selected 100 students from the list of 151 students who registered to participate in the study. We then randomly assigned the 100 selected participants into the Experimental group (CG) and Control group (CG). However, the final sample of the present study was only 53 participants since many students dropped out of the study at some stage. The study took place when schools in Vietnam resumed after a long lockdown due to the Covid-19 pandemic. The students were thus overwhelmed with the pending assignments and tests, and they had to attend classes double the normal time. For this reason, many of the students decided to withdraw from their studies to focus on their regular learning.

The EG studied EFL listening on Listening Hacked and was required to complete 3 practice sessions per week, i.e. around 2.25 hours per week. The CG, on the other hand, performed weekly EFL listening exercises assigned on Google Classroom. These exercises were selected from two EFL course books (Keynotes Upper-intermediate and Perspectives 3), and English podcasts accompanied with comprehension questions. They had to complete five to six exercises per week, i.e. approximately 2.25 hours per week in 12 consecutive weeks, in order to ensure an equal amount of time spent on tasks between the two groups. The experiment was designed independently of the student's learning at the university and was not part of their regular courses.
Instruments

The study used the Cambridge First Certificate (FCE) listening tests for measuring the students’ pre-training and post-training levels of EFL listening (B2 First General, 2021). FCE listening tests are designed to assess English proficiency for general purposes and are not specifically designed for academic purposes. This made them suitable for use in the present study where the students’ listening practice primarily involved viewing movies.

In addition to the pretest and posttest, the EG students’ EFL listening performance was also measured through the task performance scores (TPS) which they received upon completion of a practice session. To ensure the reliability of TPS, not all TPS were collected but only those resulting from the three compulsory practice sessions which were carefully designed with the following criteria. First, the three practice sessions were compulsory for all EG students and were assigned in three designated timepoints in the research: Weeks 2, 7, and 12. Second, the sessions were taken from the first three episodes of the same movie series, Supergirl Season 1 (2015), therefore, having the same baseline story and length. Third, the 10 chunks selected for each practice session needed to satisfy the following criteria: (1) its vocabulary is profiled at B2 level, (2) the speech rate ranges from 2.6 to 3.5 words per second, or from 160 to 210 words per minute, since the average speech rate in English is 180 words per minute (Szarkowska & Gerber-Morón, 2018), (3) each chunk consists of exactly 10 words, and (4) the words selected for transcribing are not proper names.

Data analysis

Data collected from the pretest, posttest, and TPS were analyzed statistically using IBM SPSS Statistics (Version 23) to determine the effects of Listening Hacked on the students’ EFL listening ability. The analytical procedures involved (1) comparing the differences between the pretest and posttest scores within each group, (2) comparing the differences in TPS in the three observed timepoints, and (3) comparing the posttest performances between the two groups.

Procedures for a practice session

The students were free to choose a movie of their interest to start a practice session. As they watched the movie, they had to transcribe a total of 10 randomly selected chunks from the movie at random intervals to continue the movie playback. There was no restriction on the time and number of attempts that they spent on transcribing each chunk. They could also use the help options as much as they desired. The help options, as described earlier, include Repeat, Rewind, Corrective feedback, Phrase search, and a built-in dictionary.

The students could skip a chunk during a practice session and continue the movie playback only after they had submitted at least five attempts. A practice session was recorded as complete when all the selected chunks were solved (or skipped). Students could watch a movie again in another practice session; however, new chunks could be selected by the app.
Results

Pre and post-training differences in EFL listening performance

The first objective of the analyses was to examine whether there were any differences between the students’ pre and post-training ability in EFL listening comprehension. These analyses using paired samples t-test were applied to both EG and CG.

The results of the paired samples t-test on the pretest and posttest (Table 1) show that the EG’s listening test scores improved by 3.30 on average (N=30; t=4.134; p<.01), with a relatively large effect size (d=.76) while the CG’s pretest and posttest scores did not differ significantly (N=23; t=1.416; p>.05). Since there might be concerns over the small sample size of the CG, the bootstrap method was invoked, based on 1000 resampling times. The bootstrap result (Table 2) shows that the 95% CI includes value zero (Lower bound: -.348; Upper bound: 2.43), indicating a statistical lack of significance. This is in line with the paired samples t-test results.

Table 2
Paired samples t-test on the Pretest and Posttest

<table>
<thead>
<tr>
<th>Paired Differences</th>
<th>Experimental Group</th>
<th>Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean difference (Posttest – Pretest)</td>
<td>Mean difference (Posttest – Pretest)</td>
<td></td>
</tr>
<tr>
<td>Mean difference (Posttest – Pretest)</td>
<td>Mean difference (Posttest – Pretest)</td>
<td></td>
</tr>
<tr>
<td>Std. Deviation</td>
<td>4.37</td>
<td>3.54</td>
</tr>
<tr>
<td>Std. Error Mean</td>
<td>0.798</td>
<td>0.737</td>
</tr>
<tr>
<td>T</td>
<td>4.134</td>
<td>1.416</td>
</tr>
<tr>
<td>Df</td>
<td>29</td>
<td>22</td>
</tr>
<tr>
<td>P-value (2-tailed)</td>
<td>.000</td>
<td>0.171</td>
</tr>
</tbody>
</table>

Table 3
Bootstrap results of the paired samples t-test on the CG Pretest and Posttest

<table>
<thead>
<tr>
<th>Posttest (CG) – Pretest</th>
<th>Mean</th>
<th>Bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>1.04348</td>
<td>0.00783</td>
</tr>
<tr>
<td>Std. Error</td>
<td>0.72159</td>
<td>0.173</td>
</tr>
<tr>
<td>P-value (2-tailed)</td>
<td>-0.34783</td>
<td>2.43478</td>
</tr>
<tr>
<td>95% Confidence Interval</td>
<td>Lower</td>
<td>Upper</td>
</tr>
</tbody>
</table>

To put it concisely, the students in the EG improved their EFL listening comprehension performance significantly after the training with Listening Hacked, while the students in the CG did not. Interestingly, 30.43% of the CG performed even worse in the posttest than in the pretest while this proportion was lower in the EG (23.33%).
Differences in EFL listening performance between three observed timepoints

In addition to the pretest and posttest, another data source of listening performance was the task performance scores (TPS) which the EG students received upon completing the compulsory practice sessions in the three timepoints: Weeks 2, 7, and 12. Week 2 was selected because that was the time the students started using Listening Hacked and the other two weeks were chosen to ensure the equal intervals. The Mauchly’s test of sphericity indicates that the dataset does not violate the assumption of sphericity ($\chi^2(2)=.876; p>.05$), thus the ANOVA results should be interpreted with sphericity assumed. The repeated measures ANOVA with sphericity assumed (Table ) reveals that the differences in the TPS between the three timepoints were statistically significant ($F(2, 58)=22.373; p<.001$).

Table 4
Repeated measures of ANOVA

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>F</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week (I) Sphericity-assumed</td>
<td>2</td>
<td>22.373</td>
<td>.000</td>
</tr>
<tr>
<td>Error (Week) Sphericity-assumed</td>
<td>58</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The post-hoc tests using Bonferroni correction (Table ) were also conducted to investigate further where the differences occurred. The results show that the differences were statistically significant between Week 2 and Week 7 (mean difference=$-1.507; p<.001$), and between Week 2 and Week 12 (mean difference=$-1.885; p<.001$). There was a difference of $-0.378$ between Week 7 and Week 12, however, it did not reach a statistical significance level at .05. In short, the results suggest that the students’ TPS increased significantly over the observed timepoints.

Table 5
Post-hoc tests for pair-wise comparisons

<table>
<thead>
<tr>
<th>Week (I)</th>
<th>Week (J)</th>
<th>Mean Difference (I-J)</th>
<th>Std. Error</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7</td>
<td>-1.507</td>
<td>.254</td>
<td>.000</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>-1.885</td>
<td>.334</td>
<td>.000</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>-.378</td>
<td>.289</td>
<td>.000</td>
</tr>
</tbody>
</table>

Post-training differences in EFL listening performances between EG and CG

To examine the comparative effects of the training using Listening Hacked on the students’ EFL listening, an independent samples t-test was run on the posttest. The results (Table ) show that the EG outperformed the CG significantly on the posttest, with a mean difference of 4.24 ($t=2.861; p<.05$). Since equal variance was assumed in the data according to the Levene’s test result, the assumption of normal distribution was not a concern in this analytical procedure. However, to corroborate the results of the t-test, the bootstrap method was still performed for calculating the 95% CI. The results of bootstrap
for independent samples t-test (Table 6) show that the 95% CI does not include value zero (Lower bound 1.60; Upper bound 6.82) which indicates a similar result as compared to the t-test results.

Table 6
Independent t-test on the Posttest

<table>
<thead>
<tr>
<th>Levene's Test for Equality of Variances</th>
<th>t-test for Equality of Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>P-value</td>
</tr>
<tr>
<td>3.087</td>
<td>0.085</td>
</tr>
<tr>
<td>t</td>
<td>df</td>
</tr>
<tr>
<td>2.861</td>
<td>51</td>
</tr>
<tr>
<td>P-value (2-tailed)</td>
<td>0.006</td>
</tr>
<tr>
<td>Mean Difference</td>
<td>4.23913</td>
</tr>
<tr>
<td>Std. Difference</td>
<td>1.48183</td>
</tr>
</tbody>
</table>

Table 7
Bootstrap results of the independent t-test on the Posttest

<table>
<thead>
<tr>
<th>Mean Difference</th>
<th>Bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
</tr>
<tr>
<td>4.23913</td>
<td>0.04926</td>
</tr>
<tr>
<td></td>
<td>Std. Error</td>
</tr>
<tr>
<td></td>
<td>1.36715</td>
</tr>
<tr>
<td></td>
<td>P-value (2-tailed)</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>95% Confidence Interval</td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>1.59506</td>
</tr>
<tr>
<td>Upper</td>
<td>6.81685</td>
</tr>
</tbody>
</table>

Discussion

The effectiveness of the learning system

The present research set out to investigate the effectiveness of the proposed learning platform, Listening Hacked, on the students’ EFL listening comprehension. The results show that after 12 weeks of learning on Listening Hacked, the students in the EG improved their EFL listening performance significantly, with an increase of 11% and a relatively large effect size (d=.76), while the students in the CG who were exposed to a traditional method did not show evidence of improvement. In fact, 30.43% of the students in the CG deteriorated in their posttest performance as compared to 23.33% of the EG. The EG’s improvement and outperformance in EFL listening comprehension suggest that Listening Hacked was effective in assisting the students in their learning. The effectiveness of Listening Hacked could possibly be attributed to the student's development in perceptual processing and learner autonomy in learning EFL listening.

Improvement in perceptual processing

Previous studies show that improvement in perceptual processing could lead to better comprehension in L2 listening (Field, 2003; Jia & Hew, 2019; Leonard, 2019; Matthews & O’Toole, 2015). The present study seems to suggest similar conclusions. In this study, the students’ improved performance in paused transcription tasks as evidenced by the significant increases in the task performance scores (TPS) implies that their word
recognition ability had improved and thus led to better comprehension in EFL listening. Field (2003) asserts that many problems in listening, including those related to higher level processes, are in fact rooted in problems of perceptual decoding. Without adequate recognizable perceptual information, top-down information would become useless, and the speech would become unintelligible. In a study examining learners’ problems in L2 listening, Goh (2000) found that several listening problems were related to the learners’ inability to recognize words. For example, they could not recall the meanings of words in speech although they said that those words were familiar to them. This happened because the learners could not establish the link between the spoken and the written forms of the words. This link is established through the same linguistic representations to which both spoken and written forms need to contact in speech recognition (Johnsrude & Buchsbaum, 2016). While the connection between the written forms and their corresponding representations in the brain is normally robust, that between the spoken forms and the linguistic representations may not always be easily established since the spoken form of a word can have multiple variants. This explains why one may find some words familiar in some cases and the same words unrecognizable in other cases. In this perspective, the paused transcription tasks in this study directly addressed this issue. The tasks provided the students with opportunities to practice establishing the link between written and spoken forms of words and overcoming the problems of variability in the speech signal. As a result, the student's perceptual decoding ability improved and their listening comprehension followed.

Attention problems in L2 listening could also stem from problems in word recognition. For example, some learners in Goh’s (2000) study said that they missed the next part of the text when spending time thinking about the meanings of certain words. Due to the limited capacity of working memory (Baddeley, 1992, 2012), more attention allotted to perceptual processing means that less attentional resources are spared for other processes, and that would also affect the perceptual processing of subsequent speech signals. According to the view that working memory is a dual function system consisting of processing and storage (Daneman, 1991; Finardi, 2006), when the processing function does not take much space, more space is available for storage, and the limited capacity of working memory is well used to process and store more incoming information. In other words, it could be said that the study helped to improve the students’ working memory by reducing the negative impacts of the trade-off between perceptual processing efficacy and allocation of attentional resources. Therefore, improvement in perceptual processing or word recognition ability could help solve attention problems in listening and positively affect general EFL listening ability.

Development in learner autonomy

The students’ improvement in EFL listening comprehension could also be explained by the development in learner autonomy. While autonomy was not measured explicitly in this study, it was an obvious part of learning on Listening Hacked which is an autonomous learning environment. Unlike the CG studying with a traditional approach, the students in the EG had to decide almost everything in their learning, including choosing the appropriate listening materials, developing a set of strategies for using help options, and working on their own listening problems. Those decisions and learning behaviors clearly contributed to their growth in autonomy as the construct of learner
autonomy is defined as the ability to take responsibility for one’s learning (Holec, 1981). Research shows that learner autonomy is actually correlated with EFL proficiency (Dafei, 2007) and EFL listening comprehension ability (Safari & Tabatabaei, 2016). Therefore, the students’ development in learner autonomy could also lead to better learning, hence better EFL listening ability.

The slowing down of listening development

The repeated measures ANOVA on the task performance scores (TPS) over the two time periods in the experiment reveals some interesting facts: the TPS in Week 7 increased 15% compared to that in Week 2, while the TPS in Week 12 was only 3.8% higher than that in Week 7. This implies that the students’ improvement in EFL listening ability apparently slowed down with time. One possibility is that the learning platform has its own limits, and hence it might not be capable of helping the students grow further once they reach a certain threshold. This could happen when they have used up the available help options in the platform and none of those could bring the necessary support for them to overcome certain listening problems. In this case, it is important that the student's performance data be obtained and analyzed so that new functionalities can be devised accordingly.

Another possible explanation is that higher levels of listening proficiency may require longer practice time than lower levels. That is to say, an increase of 2.0 TPS from 2.0 to 4.0 could be less effortful and take much less time than that of 2.0 TPS from 8.0 to 10 (the maximum TPS). According to a Cambridge University Press report, to achieve A1 level in the CEFR, an adult learner at beginner’s level would need to spend 90 to 100 hours on guided learning, whereas to reach C1 level from B2 level, they should spend 200 to 300 hours of learning, and an additional of 300 to 400 hours for achieving C2 level (Knight, 2018). This means that the speed of improvement did not slow down, however, higher levels of listening proficiency encompass more requirements, both in linguistic knowledge and processing skills, and thus they simply demanded more time. If that were the case, the implication here is that the learning platform should be frequently updated to provide adequate and various learning resources for extensive listening practice in order to ensure the students’ continuing development.

Implications of the Study

With the encouraging results of the implementation of the proposed technology-based learning platform, we discuss some implications of the study below.

First, the results of this study suggest that personalization in learning can be achieved by incorporating appropriate technology. The construction of the multimedia database in this study illustrates how technology can allow us to create a large collection of listening materials that suits every learner in the sense that learners are offered more learning choices and can decide what fits their learning preferences and experience. These conceivable virtues of technology can solve the matter of input inappropriacy caused by the conventional classrooms in which “the whole class” is obliged to study the same materials at the same time, in the same way and in the same space. The database could be used as main listening materials or as a reference library like the Listening Boosters
feature. Alternatively, cooperative efforts could be launched to combine the efforts of teachers and researchers to produce high quality shareable databases for use by all learners. Such a development would maximize the developers’ potential and would provide greater benefit to the learner community.

Second, this study highlights the capabilities of technology for input enhancement (Cardenas-Claros & Gruba, 2013). These capacities are associated with (a) media playback controls (e.g. play/pause/rewind buttons) and (b) multimedia materials (e.g. videos, captions) (Hubbard, 2017). Regarding the ephemeral nature of listening, using media players with playback controls for listening practice can help learners pace their own learning so that perceptual processing overload is efficiently addressed on an individual basis. Media controller bars and sliders, for example, or the Repeat/Rewind buttons can help increase the accessibility of authentic materials by enabling students to rewind the speech to a certain part and listen again to it as many times as they wish. Note that in order to optimize the usefulness of sliders, we should place certain restrictions in their usage, that is, they might allow students to rewind freely, but not permit them to fast-forward or skip over the listening texts. Alternatively, deficiency in comprehension can be tackled when learners are given options for using multimedia such as videos (Kim, 2015) or captioned videos (Gass, Winke, Isbell, & Ahn, 2019; Winke, Gass, & Sydorenko, 2010) in their listening practice. The study, therefore, suggests that videos be used both as the primary listening materials as in this study and as feedback or references in L2 listening teaching and learning.

Third, another implication of this study is the possibility that technology-based autonomous learning environments like Listening Hacked could make L2 listening learning effective without the presence of the teacher while, at the same time, being capable of solving the paradox between the large-sized language classroom and the teacher’s inability to cater for individual learners’ needs. In the future, when more ICALL apps are developed, online teacherless classrooms might be a practical solution to L2 listening learning. As this study took place during the COVID-19 pandemic with social distancing policies, it further demonstrates that autonomous learning platforms as such may be an indispensable part of L2 listening instruction in the future and of L2 pedagogy in general.

Finally, many students find listening to a foreign language difficult because they cannot recognize the spoken words in connected speech. This study has demonstrated that high variability perceptual learning is not only effective in learning phonetic contrasts (Logan et al., 1991) but useful in training word recognition and phrasal recognition as well. This is a promising alternative way of addressing perceptual problems in L2 listening. Furthermore, the use of audio-visual materials has shown value as compared to the traditional audio-only materials in high variability phonetic training. The study also implies that perceptual training should be personalized and not be based on a predefined list of overgeneralized perceptual problems among L2 learners. That means the learner should only work on their own perceptual problems as they feel necessary, not the common problems of the group they belong to.

Limitations and future work
Although the study has produced valuable insights and implications for researching and teaching L2 listening, it cannot avoid certain limitations.

Firstly, the study had a relatively small sample size and took its samples from only one university. In addition, the participants in this study were English-major undergraduates. While this sampling technique was useful for producing a homogeneous group and advantageous to statistical analyses, generalizations to other contexts and non-English major students might be cautious. This study could be replicated using a larger sample size and include a variety of participants whose levels of EFL listening proficiency might be different.

Secondly, as the present study investigated the effectiveness of the app in 12 weeks, further work could assess the long-term effects on the students’ EFL listening comprehension. This will help to explore the limits of the methods used in the app in developing students’ listening ability. On the other hand, as the students’ listening development in this study was slowed down in the last 5 weeks of the experiment, further research could also investigate the optimal time of using the app as to maximize its effectiveness in the shortest time.

Thirdly, since the present study only examined the overall effects of Listening Hacked on the students’ EFL listening comprehension, the effects of the separate help options and instructional methods embedded in the design of the app have not been measured. Therefore, the question of to what extent a certain help option or a pedagogic decision underlying the design of Listening Hacked influenced the students’ EFL listening comprehension remains unknown. It is also difficult to conclude whether the use of automated corrective feedback, for example, was contributing to the students’ listening improvement more or less than that of Phrase Search. Therefore, further work needs to be done to determine the effects of separate methods employed in this study on L2 listening comprehension by isolating the effects of each method or help option. A possible way is to include more groups of participants in the research design, and each group will be allowed to use only one method or help option in their learning. Such investigations will allow the comparisons of certain help options in assisting L2 listening learning.

Conclusion

This study investigated the effectiveness of an original learning platform constructed on the proposed framework for designing CALL applications for L2 listening. The statistical analyses show that the students in the Experimental Group significantly improved their EFL listening performance on the posttest after 12 weeks of learning on the platform. They also outperformed their counterparts who did traditional listening exercises on Google Classroom. This improvement in EFL listening was indicative of the student's development of spoken word recognition ability and learner autonomy. The study thus offers insights into how NLP and multimedia databases could be integrated into CALL applications for achieving the goal of precision language education, facilitating the learning process of L2 listening, and at the same time promoting learner autonomy. In this study, we have discussed and demonstrated that with a principled framework, the development and implementation of technology-based solutions like Listening Hacked are feasible and could produce good results. However, much work still needs to be done in research and development to produce and implement more successful
ICALL applications for L2 listening. Researchers and practitioners can consider this study as a guideline and a source of inspiration for taking further steps in creating comprehensive and practical solutions for L2 listening learning and teaching.
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